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1 Introduction

It is important that resource management undergoes further maturity within the discipline of business process management (BPM), despite ongoing developments in the field (Cabanillas et al. 2015). The organizational perspective (van der Aalst 2016), also known as the resource perspective (Dumas et al. 2013), provides an in-depth focus on the behaviour of resources and how they interact in the execution of a process so that improvements can be proposed to optimize their use within the process lifecycle, and also support changing challenges in today’s organisations (Braganza et al. 2017). One of the main challenges from the organizational perspective is dynamic human resource allocation to activities during the execution of a business process. This is significant because an inappropriate allocation may impact on process performance (Liu et al. 2014, Zhao & Zhao 2014), affect the efficient use of the resources (Kumar et al. 2002), or lead to an increase in execution costs (Huang, van der Aalst, Lu & Duan 2011). It should be noted that human and non-human resources can be involved in the execution of processes (Russell et al. 2005). Nevertheless, in this paper we focus on human resources due to their importance in the execution and management of business processes. (Havur et al. 2015, Senderovich et al. 2014). The literature (see Section 2) outlines distinct techniques and methods that integrate different types of information regarding resource allocation. For example, certain
methods include information about the profile required for the activity to be undertaken, in relation to resource capabilities (Russell et al. 2005, Rinderle-Ma & van der Aalst 2007, Koschmider et al. 2011, Cabanillas et al. 2013). However, we identify five limitations among the approaches currently available, as follows: 1) resource allocation is only executed at the activity level, even though undertaking the allocation in other allocation levels (e.g., the process or sub-process level) would also be desirable; 2) typically, requests are undertaken for the allocation of a single resource to a single activity, i.e., it is not possible to allocate resources to multiple activities simultaneously; 3) methods capable of allocating resources dynamically are required, including the consideration of different criteria to evaluate how good a resource might be in order to perform an activity; 4) there is a lack of mechanisms that complement the allocation of individual resources with other, more flexible, mechanisms, e.g., ones that provide a ranking of possible resources for allocation; 5) greater focus is required on the use of historical information stored in event logs for evaluating the suitability of a resource to perform a given activity based on his/her performance in the past.

Dynamic resource allocation based on process mining seeks to improve allocation efficiency and may help to reduce the cost and execution time of business processes (Zhao & Zhao 2014). By means of process mining (van der Aalst 2016), it is possible to extract knowledge from the historical information stored in event logs. This knowledge can subsequently be used to understand how the resources are involved with the process and how they are interrelated to one another. In turn, this enables new methods to be proposed to help undertake more appropriate allocations. To address this challenge, we propose a dynamic and flexible framework that can be utilised to return the most suitable resource for allocation, or to return a ranking of the most suitable resources recommended for allocation. Specifically, this approach uses a number of different criteria, including: historical information relating to process execution, including frequency, performance, quality, and cost; the fit between the competencies of the resources and the competencies required to undertake an activity, sub-process or process; and considering the workload of the resources when carrying out the allocation or recommendation. The framework considers four use cases: On-demand Resource Allocation, Batch Resource Allocation, On-demand Resource Recommendation, and Batch Resource Recommendation. It should be noted that, in fact, the On-demand cases are particular cases of the Batch use cases. However, their separation is worthwhile because the solution methods for the On-demand cases are simpler. These different use cases are handled using a recommender system based on two methods: 1) resource allocation based on Integer Linear Programming (ILP); and 2) resource recommendation based on the Best Position Algorithm (BPA). Previously, Arias et al. (2015) presented a framework to recommend a prioritised list of the most suitable resources to be allocated to a single request (only the On-demand Resource Recommendation use case). In this paper, we extend and enhance the aforementioned framework in several aspects (see details in Section 2). We implement the framework extension by means of two plug-ins developed using the tool ProM (Verbeek et al. 2010), which is widely used throughout the process mining community. Furthermore, we define an extension to the Java OpenXES library to standardise and represent the historical and contextual information used to generate the required knowledge. To assess the proposed framework, we undertake an empirical analysis using a set of experiments to verify the performance of the proposed solution. Furthermore, we conduct a case study by applying the framework to a real-life help-desk process that responds to incidents arising in a consultancy firm specialising in business software solutions.

The remainder of the paper is structured as follows. Section 2 describes related work. Section
Section 3 gives a general overview of the framework. Section 4 presents concepts and definitions used as part of the solution arising from our approach. In Section 5, we present distinct concepts, including: the characterization of a resource allocation/recommendation request; how to abstract the use of historical and contextual information to accurately evaluate each request; and the different metrics used. In Section 6, we propose the four use cases for resource allocation. The implementation and empirical analyses are included in Section 7. Section 8 outlines the results generated from analysing our approach by means of the aforementioned case study. The role of the defined weights is presented in Section 9. Finally, Section 10 highlights the main conclusions.

2 Literature review

Human resource allocation performs an important role in the context of BPM. Different approaches covered in the literature describe mechanisms that seek to boost the efficiency of resource allocation (Huang, van der Aalst, Lu & Duan 2011, Russell et al. 2005, Rinderle-Ma & van der Aalst 2007, Koschmider et al. 2011, Cabanillas et al. 2013, Liu et al. 2008, Huang, Lu & Duan 2011, Liu et al. 2012). For example, Russell et al. (2005) present a collection of resource patterns in the context of process-aware information systems (van der Aalst 2009), that have been evaluated via different commercial workflow systems. Three different types of resource patterns defined include: history-based allocation; capability-based allocation; and role-based allocation. History-based allocation undertakes the allocation of work based on the execution history of each resource. Capability-based allocation provides a mechanism for resource allocation by comparing the requirements for executing the activity, in conjunction with the capability profile of the potential resources that may execute that activity. In the literature revised, organizational models (Rinderle-Ma & van der Aalst 2007, Ly et al. 2005) and resource meta-models (Koschmider et al. 2011, Cabanillas et al. 2013, Liu et al. 2008) are used to represent resource capabilities. Role-based allocation undertakes resource allocation by considering the role the resources perform and the position they hold within the organization. We use the first two patterns in our framework, whereas we assume role-based allocation a priori as an alternative for filtering potential resources. Data mining techniques and machine learning algorithms have been proposed for resource allocation, based on the use of historical process information, in order to support the decision-making process (Rinderle-Ma & van der Aalst 2007, Liu et al. 2008, Huang, Lu & Duan 2011, Liu et al. 2012, Ly et al. 2005, Kim et al. 2013, Obregon et al. 2013, Liu et al. 2007). Furthermore, Markov models have been proposed to improve resource allocation. For example, in (Huang, van der Aalst, Lu & Duan 2011) a mechanism is proposed that is modeled as a Markov Decision Process, which applies reinforcement learning to analyse feedback in real time and undertake a dynamic resource allocation with the aim of minimising the overall cost of a given case and ensuring the best process execution performance. The hidden Markov model has been useful for recommending allocation based on roles for process activities (Koschmider et al. 2011), as well as in terms of forming part of a method of discovery of proposed processes to enhance resource allocation by means of a probabilistic approach (Carrera & Jung 2014). Additional efforts propose alternatives that explore the structural characteristics of business processes and the resources available for undertaking a resource allocation (Xu et al. 2008). Alternatively, they rely on Ant Colony Optimization-type algorithms to identify the optimum solution for allocating resources (Huang et al. 2012).
Cabanillas et al. (2013) present an approach that helps to specify preferences for different resources using expressions that are based on a Resource Assignment Language (RAL), which, in turn, generates a ranking of resources using a meta-model. Furthermore, in (Cabanillas et al. 2015) a series of design-time analysis operations is proposed, which help to identify how resources are involved with process activities and, using the RAL language, can determine the conditions for selecting resource candidates to execute activities. The desire to improve the efficiency of resource allocation has led to the incorporation of characteristics associated with resource behaviour. In our approach, we use expertise and availability as two dimensions within the framework. Nevertheless, other studies suggest measuring the compatibility between resources (Kumar et al. 2013); considering factors such as preferences and cooperation (Nakatumba & van der Aalst 2009); optimizing allocation by addressing the cognitive aspects of resources, including motivation, satisfaction and training (Vanderfeesten & Grefen 2015); or even implementing a Q-learning algorithm as part of a method to measure social relationships between two resources (Liu et al. 2014). Recently, Wibisono et al. (2015) introduced a dynamic allocation approach based on the Naïve Bayes model, in an attempt to improve the performance prediction of resources in terms of completion time. However, this approach does not incorporate other factors that help to optimize the proposed prediction (e.g., incorporating workflow resource patterns (Russell et al. 2005)), or which consider the transfer of resources between activities. Kumar and Wang (Kumar & Wang 2015) propose a resource-driven workflow framework that can be used to schedule the resources that are involved in a process, thereby avoiding the occurrence of allocation conflicts. This approach proposes the execution of a data dependency analysis in order to validate whether some hard or soft constraints between two tasks are satisfied. However, the proposed framework only assesses the resources in terms of the role and resource availability; it neither considers additional factors during the resource evaluation, nor the use of historical information regarding previous process executions. Moreover, this resource-driven approach does not support the scheduling of resources with relation to a Batch of requests that require solving in a simultaneously manner.

Resource allocation is an increasingly important topic in the context of BPM. Nevertheless, the level of complexity of these methods remains high in terms of interpretation and understanding by process owners. Having conducted a literature review, certain limitations were identified: methods should allow for the simultaneous allocation of resources; methods should be more user-oriented; methods should be flexible and extensible; methods should enable the combination of different criteria in order to evaluate the resources to be allocated; and methods should be able to undertake resource allocation at different levels of abstraction, even helping to adjust the identification of the most suitable allocation unit, whether this relates to activities, sub-processes or the entire process. Previously, Arias et al. (2015) presented a Framework for Recommending Resource Allocation based on Process Mining. This prior framework helped to define a Resource Allocation Request at execution time, and used a recommender system based on BPA (Akbarinia et al. 2011), to recommend a prioritised list of the most suitable resources to be allocated to requests made on an individual basis. A characterization based on multi-factor criteria was proposed and the resource recommendation could be performed at the sub-process level, rather than merely at the activity level. They introduced a resource process cube Q as a flexible and extensible mechanism for abstracting historical information relating to the process execution stored in event logs. Based on this information, distinct metrics were calculated for the different allocation criteria. Finally, by means of BPA, a ranking was compiled with the recommended resources to be allocated.
In the current paper, we extend and enhance the aforementioned framework in the following ways:

- We propose undertaking the resource allocation or recommendation by considering individual (On-demand) or block-based (Batch) requests.

- The previous paper proposed a single use case to provide a ranking of resources for each individual request (*On-demand Resource Recommendation*). In this paper, we add three more use cases (explained in Section 6): *On-demand Resource Allocation*, *Batch Resource Allocation*, and *Batch Resource Recommendation*.

- We propose the use of BPA2 as an alternative to BPA, which was utilised previously by the recommender system. The second version of BPA is more efficient in terms of execution time.

- In addition to the recommendation method based on BPA2, we add an allocation method based on ILP.

3 Framework overview

Figure 1 shows the proposed framework for allocating/recommending the most suitable resources for executing activities in a business process. This framework helps to specify one or various resource requests at run-time. The allocations consider contextual and historical information of the process execution, as well as weights that describe the level of importance of each individual criterion, in line with the priorities established by the respective user responsible for undertaking the allocation. Different metrics enable the resources to be evaluated in accordance with the specified criteria. By means of the resource process cube $Q$ and the expertise matrices $E_c$ and $E_r$ (see Section 5), information can be abstracted and the required knowledge generated in order to help determine the suitability of the resources. The recommender system is thereafter able to generate the allocation or recommendation, according to the aforementioned settings.

Figure 1: General framework to allocate/recommend resources
The improvements implemented in our framework enable resource allocation or recommendation to be undertaken more efficiently and with greater flexibility. The results obtained demonstrate the usability of the framework, in which the generation of allocations/recommendations is enabled using the two proposed methods, while simultaneously considering different criteria. These methods can be applied to a wide variety of scenarios, for example, to resolve requests in a typical help-desk process (see Figure 2), in which the task of allocating resources is a common requirement. Frequently, a company with a help-desk service provides support in a range of distinct areas, including those relating to printers, servers, databases and desktops, among others. This support process may include different levels of customer interaction, for instance, first-contact level 1 and expert level 2. We use the help-desk scenario as a running example throughout the entire paper, including the case study (see Section 8). Furthermore, evaluation by means of a case study helps to provide evidence of the applicability of the framework in a real-life business environment.

Figure 2: Overview of the help-desk process example

4 Preliminaries

We address the problem of resource allocation in our framework by analysing two decision scenarios. The first scenario occurs when the framework must allocate a single resource to each request. The second scenario occurs when the person responsible wishes to generate a priority ranking of alternative resources that can be allocated to each request, so that he/she can ultimately decide whom to allocate. In this section, we present the ILP technique and the BPA, which we use to address the two aforementioned scenarios.

4.1 Integer Linear Programming problem definition

Regarding resource allocation, we use an ILP (Schrijver 1998) approach to solve the problem of identifying the optimal resource designated for allocation from a set of resources that are evaluated according to different metrics. The underlying ILP problem can be posed as follows (de Leoni & van der Aalst 2013):

Let $x_1, \ldots, x_n$ be a set of variables, each of which can be Boolean, continuous or integer. ILP problems can be formulated as follows:

$$\text{max/min } f(x_1, \ldots, x_n)$$
And a set of $m$ linear constraints, with $m$ finite.

$$a_{11}x_1 + \ldots + a_{1n}x_n \leq b_1$$

$$\vdots$$

$$a_{m1}x_1 + \ldots + a_{mn}x_n \leq b_m$$

The linear function, also called the objective function, is the equation that requires optimisation, considering a set of constraints and decision variables that need to be minimised or maximised using linear programming techniques. Besides the objective function, the linear constraint consisted of either an equality or an inequality associated with certain linear combinations of the decision variables (Vanderbei 2001). Other forms, such as problems with constraints of different forms, can always be rewritten into an equivalent problem in this form. For example, an equality constraint $a_{11}x_1 + \ldots + a_{1n}x_n = b_1$ can be replaced with two inequality constraints: $a_{11}x_1 + \ldots + a_{1n}x_n \leq b_1$ and $-a_{11}x_1 - \ldots - a_{1n}x_n \leq -b_1$. A constraint $a_{11}x_1 + \ldots + a_{1n}x_n < b_1$ can be replaced with $a_{11}x_1 + \ldots + a_{1n}x_n \leq b_1 - \epsilon$, where $\epsilon$ is a sufficiently small number. ILP problems assume variables to be integers or Booleans, with Boolean variables represented as integers that are assignable with a value of either 0 or 1. The complexity of solving an ILP problem is NP-hard (McDonald 2007).

### 4.2 Best Position Algorithm problem definition

The challenge of recommending a set of resources (On-demand or Batch Resource Recommendation) to each request can be posed as a problem of finding the best $k$ resources in a set of ordered lists corresponding to the metrics that are being considered. In order to provide a recommendation ranking, we use the portfolio-based algorithm selection (Xu et al. 2011) as a strategy for obtaining the $k$ most relevant items in a group of data (top-k technique), while considering multiple criteria. Akbarinia et al. (2011) have produced the BPA for processing the top-k queries from ordered data lists. This algorithm proposes the use of a mechanism for obtaining the results of the top-k in a more efficient manner than the Threshold Algorithm (TA) (Fagin et al. 2003). Thus, an improved and more efficient version of the algorithm, based on BPA, is presented, called BPA2 (Akbarinia et al. 2011). Accordingly, the authors of this paper present the general problem of answering top-k queries as follows: let $D$ be a set of $n$ resources, and $L_1, L_2, \ldots, L_m$ be $m$ lists, such that each list $L_i$ contains $n$ pairs of the form $(d, s_i(d))$ where $d \in D$ and $s_i(d)$ is a non-negative real number that denotes the local score of $d$ in $L_i$. Any data item $d \in D$ appears only once in each list. Each list $L_i$ is arranged in descending order of its local scores, hence it being called a “sorted list”. The Overall Score of each data item $d$ is computed as $f(s_1(d), s_2(d), \ldots, s_m(d))$ where $f$ is a given scoring function. Thus, the Overall Score is the output of $f$ where the input relates to the local scores of $d$ in all lists. Akbarinia et al. (2011) assume that the scoring function is monotonic. The $k$ data items, for which the Overall Scores are the highest among all data items, are called the top-k data items. Consequently, the problem addressed by the authors of this paper is the following: let $L_1, L_2, \ldots, L_m$ be $m$ sorted lists, and $D$ be the set of data items involved in the lists. Given a top-k query that involves a number $k \leq n$ and a monotonic scoring function $f$, our goal is to identify a set $D' \subseteq D$ such as $|D'| = k$, and $\forall d_1 \in D'$ and $\forall d_2 \in (D \setminus D')$ in which the Overall Score of $d_1$ is greater than or equal to the Overall Score of $d_2$, while simultaneously minimising execution time.
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We decided to use the BPA2 to solve the ranking problem, since the number of items generated in the lists can be extremely large. In the Batch Resource Recommendation use case, the number of items depends on the Cartesian product of all possible combinations of resources that can be allocated to the different resource requests (see subsection 6). In addition, the flexibility of our approach allows new metrics to be considered in the evaluation of the resources, and, therefore, the number of lists may also increase.

5 Definition of resource allocation metrics

During the resource allocation procedure, the person responsible may confront two challenges. The first challenge is the quantity of requests to which resources must be simultaneously allocated; specifically, whether this pertains to one request or multiple requests. The second challenge relates to the aforementioned decision scenarios and whether or not the framework proposes which resource to allocate (top-1), or whether it proposes a ranking of resources (top-k), so that the person responsible decides which resource to allocate. To address these challenges, we propose four use cases to undertake the resource allocation (explained in further detail in Section 6): 1) On-demand Resource Allocation: for a single request, a resource to be allocated is obtained; 2) On-demand Resource Recommendation: for a single request, a ranking of resources that can be allocated is produced; 3) Batch Resource Allocation: for a set of N requests, a resource to be allocated to each particular request is obtained; and 4) Batch Resource Recommendation: for a set of N requests, a ranking pertaining to the set of resources to be allocated to the set of requests is produced. In this section, we define the elements that characterize the Resource Allocation or Recommendation Request and describe the allocation criteria utilised. Furthermore, we present the resource process cube and the expertise matrices to support the measurement of the distinct allocation criteria. These criteria are evaluated by means of different metrics to produce an accurate resource allocation. While the objective of this paper is to both allocate and recommend resources for one or more requests, hereinafter the term ‘allocate’ shall be used in a generic manner, except in cases in which an explicit distinction between ‘allocate’ and ‘recommend’ are deemed necessary.

5.1 Resource request characterization description

The act of allocating or recommending a resource involves responding to a previously determined allocation request. Approaches proposed in the literature show that the process activity usually corresponds to the allocation unit used to allocate resource (Rinderle-Ma & van der Aalst 2007, Koschmider et al. 2011, Cabanillas et al. 2013, Liu et al. 2008, Huang, Lu & Duan 2011). Due to the flexibility of our approach, allocation can be undertaken on different allocation units, i.e., it can be undertaken at the activity level, at the sub-process level, or by considering the entire process as one single unit. For instance, let’s consider the example of the help-desk process (HelpDesk) of a company that provides support to products such as printers or servers. The process can be broken down according to two levels of interaction: first-contact level 1 and expert level 2. Each of these levels can be associated with a sub-process. To determine the type of association, the breakdown can be conducted manually by incorporating the semantics of the process, or via an automatic process decomposition (van der Aalst 2013), using techniques such as Single-Entry Single-Exit (SESE) (Munoz-Gama et al. 2014), or Passages (van der Aalst & Verbeek 2014). These
techniques help to break down a process into smaller parts that can subsequently undergo independent analysis.

To produce a suitable allocation, it is necessary to characterise each request, i.e., determine which part of the process relates to the request and what the specific characteristics of the requirement are, since this characterization may affect the decision regarding which resource to allocate for execution.

**Resource Request Characterization:** Let $i = 1, \ldots, n$ be the desired request properties, while a Resource Request Characterization $c = (f_1, \ldots, f_n)$ is a multi-factor representation of the desired request properties that a resource must fulfill in order to be allocated to a given request, and where $f_i$ is an element of a finite set that represents the feasible values for each request property.

In the examples used in this paper, the two-factor characterization proposed is a factor-tuple $c = (U, T)$, where $U$ defines the unit where the resource is being requested, and $T$ is the typology of the process execution instance that requests the resource.

The first factor relates to the level at which the allocation is required, for example first-contact level 1 or expert level 2. The second factor is a typology characterization, which helps to classify and utilise historical information according to the typology of the process required. For example, there can be distinct typologies, such as language (English/Spanish), type of client (normal/premium), or geographic region (the Americas/EMEA/APJ domains). In our case, we consider one typology: hardware, since requests can be printer-related or server-related issues. As such, and using the example of the HelpDesk, $c_0 = (level1, printer)$ and $c_2 = (level2, server)$, are two different characterizations for the help-desk process.

### 5.2 Resource allocation criteria

Regardless of the use of applications for managing processes and the proposal of different mechanisms for allocating resources (see Section 2), allocation remains a manual task (Zhao & Zhao 2014). In order to mitigate the need to rely on a single criterion when undertaking allocation, we propose six dimensions that use contextual and historical execution information of the process for allocating resources. These dimensions are as follows:

- **Frequency dimension:** this measures the rate of occurrence in which a resource has completed a request characterization. This metric captures the experience of each resource when executing a given activity, in the assumption that such experience will help to generate an improved performance (de Leoni et al. 2012).

- **Performance dimension:** this measures the execution time achieved by a resource while performing a request characterization.

- **Quality dimension:** this measures the customer evaluation of the execution of a request characterization performed by a resource.

- **Cost dimension:** this measures the execution cost of a request characterization performed by a resource.
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- Expertise dimension: this measures the ability level at which a resource is able to execute a request characterization.

- Workload dimension: this measures the actual idle level of a resource by considering the request characterizations executed at the time.

It can be observed that the flexible nature of the proposed framework allows for the inclusion of new dimensions, as well as its extension considering other dimensions proposed in the literature. We selected these dimensions in order to evaluate the resources, since information associated with these individuals is usually available in existing information systems. Moreover, this information can be interpreted and used quickly by those responsible for allocating resources.

### 5.3 Resource Process Cube

The term we use to describe the component that helps to manage the historical execution data of the process that requires analysis in order to calculate the metrics is ‘knowledge base’. This knowledge base is abstracted in the resource process cube $Q$, which is the semantic proposal that enables the resources to be evaluated. Thus, we are able to access subsets of information by means of basic OLAP operations, such as slice and dice (Agrawal et al. 1997).

![Figure 3: Resource Process Cube](image)

**Resource Process Cube:** Let $r$, $c$ and $d$, be a resource, a Resource Request Characterization, and a dimension, respectively. A resource process cube $Q[r][c][d]$ abstracts all historical information pertaining to resource $r$ and the characterization $c$ necessary to analyze the dimension $d$. Similarly, for a given dimension $d$, $Q[[c][d]]$ abstracts the historical information pertaining to all resources for the execution of the characterization $c$, and $Q[r][][d]$ abstracts the information for all the characterizations performed by resource $r$.

Figure 3 shows the representation of the resource process cube $Q$. For example, in the HelpDesk process, given a characterization $c_0 = (level1, printer)$ and resource $r_1 =$
Mike. $Q[r_1][c_0][p]$ provides all the historical information pertaining to the performance of Mike who is executing the characterization ($level1\_printer$), including the minimum and maximum time Mike needed to perform $c_0$ (denoted as $Q[r_1][c_0][p].min$ and $Q[r_1][c_0][p].max$, respectively), or the average time required by Mike to perform $c_0$ (denoted as $Q[r_1][c_0][p].avg$). Similarly, $Q[r_1][c_0][p].max$ represents the maximum time required to perform $c_0$ considering all resources. Note that the resource process cube is a high-level semantic abstraction of the historical information, rather than an implementational definition. Therefore, the cube can be implemented using any database (relational or non-relational) or OLAP technology, and including, for example, pre-calculated values or shared values among cells.

5.4 Expertise matrices

The expertise matrices help to represent the contextual information necessary to compare the level of expertise required to execute a request with the level of expertise of each resource. Using the competency model of the Human Resource Meta-Model (Oberweis & Schuster 2010) as a reference, expertise can be classified according to competencies, skills and knowledge. Based on this model, it is possible to define the expertise matrices as follows:

**Resource Expertise Matrix:** Let $r$ and $e$ be a resource and an expertise, respectively. A resource expertise matrix $E_r[r][e]$ stores the expertise of a resource $r$ on an expertise $e$ (a specific competence, skill or knowledge). The value of $E_r[r][e]$ ranges from $\perp_e$ (usually, 0 indicates a lack of competence, skill or knowledge $e$) to $\top_e$ (complete expertise on the competence, skill or knowledge $e$).

**Required Expertise Matrix:** Let $c$ and $e$ be a Resource Request Characterization and an expertise, respectively. A required expertise matrix $E_c[c][e]$ stores the desired level of expertise $e$ required for performing a characterization $c$. The range of values of $E_c[c][e]$ is the same as $E_r[r][e]$; however $E_c[c][e]$ is usually greater than $\perp_e$.

For example, given a characterization $c_2 = (level2\_server)$, a resource $r_1 = Mike$ and an expertise $e_3 = server\_software\_knowledge$, $E_c[c_2][e_3] = 4$ denotes a middle to high required level of expertise on $e_3$ (assuming $\perp e_3 = 1$ and $\top e_3 = 5$), while Mike has low knowledge regarding server software, denoted as $E_r[r_1][e_3] = 1$.

5.5 Resource allocation metrics

Regarding the dimensions previously described in subsection 5, metrics are proposed for evaluating the suitability of the resources for any given request. Table 1 shows these metrics and includes a description of each one. For the expertise dimension, it is necessary to determine how qualified a resource $r$ is for executing a characterization $c$. Accordingly, we define two metrics that use the aforementioned expertise matrices. To measure the level of underqualification or overqualification of the resources, we compare the value of each level of expertise $E_r[r][e]$ with the corresponding value in $E_c[c][e]$. To determine the underqualification metric, it is first necessary to calculate the degree of underqualification (1), by comparing each value, as follows:
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\[
under(r, c, e) = \begin{cases} 
\frac{E_c[c][e] - E_r[r][e]}{E_c[c][e] - \perp_e} & \text{if } E_c[c][e] \geq E_r[r][e] \text{ and } E_c[c][e] > \perp_e \\
0 & \text{otherwise}
\end{cases}
\] (1)

Similarly, to determine the overqualification metric, it is necessary to calculate the degree of overqualification (2):

\[
over(r, c, e) = \begin{cases} 
\frac{E_r[r][e] - E_c[c][e]}{E_r[r][e] - \perp_e} & \text{if } E_r[r][e] \geq E_c[c][e] \text{ and } E_c[c][e] < \perp_e \\
0 & \text{otherwise}
\end{cases}
\] (2)

These degrees of qualification are used to calculate the qualification metrics. In both qualification metrics, \( n_e \) represents the number of expertise elements in the matrix. Accordingly, we use the Euclidean distance, since all expertise features are equally relevant and defined according to the same scale, as well as favoring smaller differences in all features at the same time. It should be noted that if the expertise of a resource \( r \) perfectly matches with the expertise required for a characterization \( c \), the value for both metrics shall be 1.

To calculate the other metrics for each resource \( r \) that executes a characterization \( c \), we evaluate the resource process cube \( Q \) that represents the historical information of the process. All the metrics proposed are normalized between 0 and 1, and they satisfy the set of properties proposed in (Rozinat & van der Aalst 2005): validity (i.e., metric and property must be sufficiently correlated), stability (i.e., stable against manipulations of minor significance), analyzability (i.e., measured values should be distributed between 0 and 1, with 1 being the best and 0 being the worst), and reproducibility (i.e., the measure should be independent of subjective influence). Henceforth, we shall refer to the metrics in a generic way as \( \text{metric}_j(r, c) \). It should be noted that the use of the minimum, maximum and average in the definition of the metrics requires the presence of regular behaviour in terms of the resources during the execution of the process. For example, there cannot be a very large discrepancy in the performance of the resources while executing the different activities, and the event log cannot contain outliers. Therefore, prior to the application of the metrics, it is first necessary to verify that the event log contains reliable data. Otherwise, if the data in the event log is inaccurate (e.g., a resource omits to mark when an activity has been completed and hence the maximum duration of that resource when executing the respective activity is extensive), the use of the median in the metrics would be a more appropriate choice.

After having calculated each metric, we produce the Overall Score for every resource. Efforts were taken to maximise this Overall Score in order to determine the most suitable resources to be allocated.

Overall Score: Let \( c \) and \( r \) be a resource characterization request and a resource, respectively. Let \( \text{metric}_j(r, c) \) be the metric \( j \) obtained by resource \( r \) when assigned to the characterization \( c \), and \( w_j \) be the weighted value assigned to the metric \( j \). The Overall Score, \( \text{score}(r, c) \), is the weighted value of the different \( m \) metrics, as follows:

\[
\text{score}(r, c) = \sum_{j=1}^{m} \text{metric}_j(r, c) \ast w_j
\] (3)

We use the weighted sum to define the Overall Score, considering that all metrics were normalised between 0 and 1. As mentioned above, we also assume the data in the event
Table 1: Proposed Resource Allocation Metrics, based on (Arias et al. 2015)

<table>
<thead>
<tr>
<th>Description</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload Metric(r,c)</td>
<td>$\sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \Delta r_{w,c} \cdot t - I = \frac{1}{n_e} \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \Delta r_{w,c} \cdot t$</td>
</tr>
<tr>
<td>OverQualification Metric(r,c)</td>
<td>$1 - \frac{1}{n_e} \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \Delta r_{w,c} \cdot t$</td>
</tr>
<tr>
<td>UnderQualification Metric(r,c)</td>
<td>$1 - \frac{1}{n_e} \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \Delta r_{w,c} \cdot t$</td>
</tr>
<tr>
<td>Cost Metric(r,c)</td>
<td>$\sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \delta r_{w,c} \cdot c - \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \delta r_{w,c} \cdot c$</td>
</tr>
<tr>
<td>Quality Metric(r,c)</td>
<td>$\sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \beta r_{w,c} \cdot q - \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \beta r_{w,c} \cdot q$</td>
</tr>
<tr>
<td>Performance Metric(r,c)</td>
<td>$\sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \gamma r_{w,c} \cdot f - \sum_{c=1}^{n_e} \sum_{e=1}^{E_c} \sum_{w=1}^{W} \gamma r_{w,c} \cdot f$</td>
</tr>
<tr>
<td>Frequency Metric(r,c)</td>
<td>$\frac{\log_2(\text{total number of times a resource is working when a new resource request is received})}{\text{total number of times a resource is working when a new resource request is received}}$</td>
</tr>
</tbody>
</table>
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log to be reliable and to reflect the regular behaviour of the resources when performing the process, thereby preventing the influence of outliers on the metrics.

One of the objectives of this paper is to ensure that multiple requests can be allocated simultaneously. Accordingly, these metrics can be generalised to measure the allocation of a tuple of resources to a tuple of Resource Request Characterizations:

**Average Metric:** Let tc and tr be an n-tuple of Resource Request Characterizations and an n-tuple of resources, respectively. For a given metric j, the average metric, \( \text{avg}_\text{metric}_j(\text{tr}, \text{tc}) \) is defined in (4), as follows:

\[
\text{avg}_\text{metric}_j(\text{tr}, \text{tc}) = \frac{1}{n} \sum_{i=1}^{n} \text{metric}_j(\text{tr}_i, \text{tc}_i)
\] (4)

**Standard Deviation Metric:** Let tc and tr be an n-tuple of Resource Request Characterizations and an n-tuple of resources, respectively. For a given metric j, the standard deviation metric, \( \text{sd}_\text{metric}_j(\text{tr}, \text{tc}) \) is defined in (5), as follows:

\[
\text{sd}_\text{metric}_j(\text{tr}, \text{tc}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [\text{metric}_j(\text{tr}_i, \text{tc}_i) - \text{avg}_\text{metric}_j(\text{tr}, \text{tc})]^2}
\] (5)

The standard deviation metric enables the measurement of the dispersion of a given metric among all resources that are being allocated, at the same time as measuring a set of Resource Request Characterizations. If two allocations have the same average metric, our preference is for the allocation to have a lower standard deviation metric.

**Average Overall Score:** Let tc and tr be an n-tuple of Resource Request Characterizations and an n-tuple of resources, respectively. The average Overall Score, \( \text{score}(\text{tr}, \text{tc}) \), is defined in (6), as follows:

\[
\text{score}(\text{tr}, \text{tc}) = \frac{1}{n} \sum_{i=1}^{n} \text{score}(\text{tr}_i, \text{tc}_i)
\] (6)

In our approach, we consider that a resource can perform multiple activities at the same time, although we recognise that this workload is limited (e.g., a resource can handle up to four activities simultaneously). In a situation in which a resource can only execute one activity at a time, while the amount of resources is equal to the number of activities, the issue becomes a classic allocation problem, for which polynomial time algorithms exist. For example, it is possible to use the Kuhn-Munkres algorithm (Kuhn 1955, Munkres 1957), also known as the Hungarian algorithm, to solve this problem.

6 Resource allocation and recommendation use cases

As previously explained, it is possible to identify two challenges regarding resource allocation. The first relates to whether to undertake the allocation upon the arrival of each request, on an individual basis, or at scheduled times (e.g., every morning and every afternoon), whereby all accumulated requests must be resolved simultaneously. The second
relates to the aforementioned decision scenarios in which it may be the case that only one resource needs to be allocated to each request, or rather, that a ranking of resources needs to be proposed for each request. On this basis, we define the following four use cases:

6.1 On-demand resource allocation

The **On-demand Resource Allocation** occurs when there is only one request and only one resource that requires allocation.

**On-demand Resource Allocation:** Let $c$ be a Resource Request Characterization and $R$ be a set of resources that can be allocated to $c$. An **On-demand Resource Allocation** allocates a resource $r_{\text{max}}$ to $c$ such that $\text{score}(r_{\text{max}}, c) = \max_{r \in R}(\text{score}(r, c))$.

To resolve this problem, the *Overall Score*, $\text{score}(r, c)$, of each resource $r$ is calculated and the greatest value is identified. For example, for the characterization $c_0 = (\text{level1}, \text{printer})$, given a similar weight (50\%) for all metrics, the framework allocates: **Top 1:** (R19) score: 0.725.

6.2 On-demand resource recommendation

The **On-demand Resource Recommendation** occurs when the recommendation of a ranking of resources is generated for a single request. By means of the method based on BPA2, a ranking is generated that shows the $Top - k$ resources recommended to resolve a given request.

**On-demand Resource Recommendation:** Let $c$ be a Resource Request Characterization and $R$ be a set of resources that can be allocated to $c$. An **On-demand Resource Recommendation** proposes a set of resources $R' \subseteq R$ that can be assigned to $c$, such that $|R'| = k$, and $\forall r_1 \in R'$ and $\forall r_2 \in (R \setminus R') \text{score}(r_1, c) > \text{score}(r_2, c)$.

BPA2 is used to solve this problem. The lists considered in BPA2 correspond to $L_1$, ..., $L_m$, being $j = 1, ..., m$ the different metrics considered. In general, if the $j$-th metric is $\text{metric}_j(r, c)$, $L_j$ contains $|R|$ pairs of the form $(r, \text{metric}_j(r, c) \ast w_j)$ where $r \in R$ and $w_j$ is the weighted value given to the metric $j$. $L_j$ is sorted in descending order by the value of $\text{metric}_j(r, c) \ast w_j$.

For example, for the characterization $c_0 = (\text{level1}, \text{printer})$, $top - k = 3$, and given the same weight (50\%) for all metrics, the final recommendation suggests the ranking as follows: **Top 1:** (R19) score: 0.725; **Top 2:** (R03) score: 0.712; and **Top 3:** (R02) score: 0.675.

6.3 Batch Resource Allocation

The **Batch Resource Allocation** occurs when there is a set (Batch) of requests that needs to be resolved simultaneously and a single resource is allocated to each request. In this case, we use a method based on ILP, which helps to optimise the use of resources. This approach works by allocating the set of resources that provide the best average *Overall*
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Score when allocated to the corresponding requests.

Batch Resource Allocation: Let \( C \) be a set of Resource Request Characterizations and \( R \) be a set of resources that can be allocated to each request \( c \in C \). A Batch Resource Allocation allocates a tuple of \( |C| \) resources to the set of requests \( C \) such that they are a solution to the following ILP problem:

\[
\text{Max} \sum_{r \in R, c \in C} X_{rc} \cdot \text{score}(r, c) \tag{7}
\]

subject to:

\[
\forall c \in C, \sum_{r \in R} X_{rc} = 1 \tag{8}
\]

\[
\forall r \in R, \sum_{c \in C} X_{rc} \leq Q[r][w].\text{top} - Q[r][w].\text{total} \tag{9}
\]

where:

- \( X_{rc} \in [0, 1] \) is a binary variable that indicates the allocation of resource \( r \) to request \( c \).
- \( \text{score}(r, c) \) is the Overall Score obtained by resource \( r \) if allocated to request \( c \).
- \( Q[r][w].\text{top} \) is the maximum number of requests that resource \( r \) can attend to simultaneously.
- \( Q[r][w].\text{total} \) is the number of cases on which resource \( r \) is working when a new Resource Allocation Request is required.

Equation (8) establishes that only one resource \( r \) can be allocated to each request \( c \), whereas Equation (9) establishes that the quantity of requests allocated to a resource \( r \) cannot exceed its maximum workload, considering the requests that the resource is already handling.

For example, if there are two requests \( c_0 = (\text{level1}, \text{printer}) \) and \( c_2 = (\text{level2}, \text{server}) \), and given the same weight (50%) for all metrics, the following allocation is suggested: Top 1: (R03, R19) score: 0.39.

6.4 Batch resource recommendation

The Batch Resource Allocation occurs when there is a set (Batch) of requests that needs to be resolved simultaneously, and a recommendation of the ranking of resources is generated to provide alternatives for allocation to the proposed requests.

Batch resource recommendation: Let \( \text{tc} \in C^n \) be a tuple of \( n \) Resource Request Characterizations and the Cartesian power \( R^n \) be the set of all \( n \)-tuples of \( R \) resources that can be allocated to the requests in \( \text{tc} \). A Batch Resource Recommendation proposes a set of tuples of resources \( TR' \subseteq R^n \), such as \( |TR'| = k \) and \( \forall \text{tr}' \in TR' \) and \( \forall \text{tr}'' \in (R^n \setminus TR') \), \( \text{score}(\text{tr}', \text{tc}) \geq \text{score}(\text{tr}'', \text{tc}) \). Each tuple \( \text{tr} \in TR' \) represents the allocation of a resource \( \text{tr}_i \in \text{tr} \) to a request \( t\text{c}_i \in \text{tc} \), \( \forall i = 1, ..., n \).
A method based on BPA2 algorithm is used to solve this problem. In this case, the elements of the lists were defined for each tuple \( \mathbf{tr} \in R^n \). The lists considered were \( \text{avg}_{L_1}, \ldots, \text{avg}_{L_m}, \text{dsp}_{L_1}, \ldots, \text{dsp}_{L_m} \), being \( j = 1, \ldots, m \) being the different metrics considered. The first \( m \) lists store the weighted average of each metric, while the last \( m \) lists store the weighted dispersion of each metric.

In general, if the \( j \)-th average metric is \( \text{avg}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc}) \), \( \text{avg}_{L_j} \) contains \( |R^n| \) pairs of the form \( (\mathbf{tr}, \text{avg}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc}) \ast w_j \ast \text{avg}_{w_j}) \) where \( \mathbf{tr} \in R^n \), and \( w_j \) is the weighted value assigned to the metric \( j \). \( L_j \) is arranged in descending order by the value of \( \text{avg}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc}) \ast w_j \ast \text{avg}_{w_j} \).

We shall use \( 1 - \text{sd}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc}) \) to measure the dispersion of a metric among all allocations. Therefore, \( \text{dsp}_{L_j} \) contains \( |R^n| \) pairs of the form \( (\mathbf{tr}, (1 - \text{sd}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc})) \ast w_j \ast \text{dsp}_{w_j}) \) where \( \mathbf{tr} \in R^n \) and \( w_j \) is the weighted value given to the metric \( j \). \( \text{dsp}_{L_j} \) is sorted in descending order by the value of \( (1 - \text{sd}_{\text{metric}_j}(\mathbf{tr}, \mathbf{tc})) \ast w_j \ast \text{dsp}_{w_j} \).

The specified weight for each metric \( w_j \) is broken down so that a portion of this weight is designated to the corresponding \( \text{avg}_{L_j} \), while the other portion is designated to the respective \( \text{dsp}_{L_j} \), in such a way that \( \text{avg}_{w_j} + \text{dsp}_{w_j} = 100\% \). In this paper, we use \( \text{avg}_{w_j} = 90\% \) and \( \text{dsp}_{w_j} = 10\% \) for all metrics.

In the HelpDesk example, regarding two requests with a characterization \( c_0 = (\text{level1}, \text{printer}) \) and \( c_2 = (\text{level2}, \text{server}) \), \( top = k = 3 \), and by applying the same weight (50\%) for all metrics, the final ranking produced as a recommendation is as follows: Top 1: (R03, R19) score: 0.823, Top 2: (R15, R04) score: 0.812, and Top 3: (R04, R15) score: 0.810.

### 6.5 Relationship among the four use cases

In this section, we define the four use cases proposed in this paper. It should be noted that the On-demand Resource Allocation use case is a case particular to the Batch Resource Allocation use case, when the number of requests is 1. Similarly, the On-demand Resource Recommendation use case is a case particular to the Batch Resource Recommendation use case, when the number of requests is 1. However, each use case is particular due to their own unique complexities and, therefore, the method for solving each one is different. Subsequently, we explain the differences between the methods used for solving each use case.

For the Batch Resource Allocation use case, an optimisation problem is formulated and thereafter solved using ILP. Conversely, the method for solving the On-demand Resource Allocation use case is more straightforward, since it simply requires evaluating the available resources according to the metrics, calculating the Overall Score of each resource, and then selecting the resource with the highest Overall Score. It is a similar scenario in the remaining two cases. The method proposed for solving the On-demand Resource Recommendation use case is more straightforward. In this method, it is only necessary to evaluate the metrics for each resource applied to a single request and, based on this evaluation, to generate the top-k ranking using BPA2. Alternatively, for the Batch Resource Recommendation use case, it is first necessary to calculate the Cartesian product of all possible combinations of the available resources. Subsequently, it is necessary to evaluate the metrics for each resource, prior to evaluating the dispersion of each of the
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7 Validation experiments

The framework presented in this paper was implemented in two plug-ins (Arias et al. 2016) within ProM (Verbeek et al. 2010), which is an open-source framework that allows for a standardised implementation of process mining techniques and tools.

To use the first plug-in, called Generate Resource Knowledge, we have first to import the information (contextual and historical) required for the necessary decision-making within the framework. For this purpose, we created a standardised format to store all considered information. We created an extension to the Java OpenXES library (https://svn.win.tue.nl/trac/prom/browser/Packages/ResourceRecommendation/Trunk/src/org/processmining/resourcerecommendation/utils/resrecxes) that helped to standardise and manipulate the information used to generate the required knowledge base. The historical information of the process abstracted in the resource process cube \( Q \) and the expertise matrices were utilized to calculate the metrics for each dimension, helping to generate the knowledge base as a result.

The second plug-in, called Recommend Resources, considered the knowledge base and the requests entered into the system. Subsequently, the plug-in generated the final allocation or recommendation, having assessed the specified weights for each metric. Both plug-ins are available in ProM Nightly-Builds (www.promtools.org/prom6/nightly), within the ResourceRecommendation package.

7.1 Empirical evaluation

To evaluate the efficiency of our approach, we conducted a series of controlled experiments. The design of the experiments undertaken is described below, while subsection 7.2 provides an analysis of the results obtained.

We used the HelpDesk process to evaluate our approach. The overall purpose was to assess the efficacy of the proposed solution with regard to the quality of the recommendations generated and the performance of the algorithms. We considered of the four use cases described in Section 6 to evaluate the behaviour of the framework, undertaking the resource allocation using the method based on linear programming, or by generating a ranking using BPA2. To characterize each resource request, we proposed two factors: 1) UnitFactor: level 1 or level 2, which are units that arrange the activities corresponding to the first or second level of HelpDesk attention; and 2) TypologyFactor, which has two typologies: printers and servers.

In the experiments, we considered different quantities of requests, resources and solicited recommendations. Four sets of experiments were conducted. In the first three sets, BPA2 method was used, while the allocation method based on ILP was used in the final set.

- **Experiment Set 1**: the purpose of this set of experiments was to provide evidence regarding the ability of the framework to correctly make recommendations, by considering each metric in an independent manner. In each test, the selected metric had a weight of 100\%, compared to 0\% for the others. Four allocation requests, 20 resources, and \( \text{top - k = 3} \) were considered.

- **Experiment Set 2**: the purpose of this set of experiments was to provide evidence regarding the ability of the framework to correctly make recommendations when
allocating different weights to each metric. Accordingly, three distinct scenarios were represented for three distinct types of company: large, medium and small. Different weights were established for each metric according to the priorities of each company. Four allocation requests, 20 resources, and top \( k \) = 3 were considered.

- **Experiment Set 3**: the purpose of this set of experiments was to analyse the performance of the recommendation algorithm when modifying the three dimensions of the problem: 1) quantity of requests (1, 2, 3, 4); 2) quantity of resources (5, 10, 15, 20); and 3) top \( k \) requested recommendations (1, 3, 5, 7, 9).

- **Experiment Set 4**: the purpose of this set of experiments was to analyse the performance of the allocation algorithm when modifications were made to two dimensions of the problem: 1) quantity of requests (1, 2, 3, 4, 10, 20); and 2) quantity of resources (5, 10, 15, 20).

Regarding the workload, it was assumed that in all experiments, each resource had an upper limit of cases that could be handled at any one time, as well as a maximum quantity of cases that could be handled simultaneously at the moment the request was made. Consequently, each resource was only considered for requests for which he/she was available to allocate. The attributes for each case in the log included: Case ID, Unit Level, Process Typology, Resource, Creation Date, Closing Date, Cost, and Customer Satisfaction (Quality).

All experiments were conducted on a computer with an Intel Core i5 (1.80GHz) processor, 8 GB of RAM, and a 64-bit operating system. Prior to conducting the experiments, we evaluated the creation performance of the knowledge base used to allocate resources. For this evaluation, we assessed logs with 100, 1,000, 10,000, 50,000 and 100,000 cases, while the quantity of resources used for each one was 20. As expected, the measurements indicated that when a greater amount of information was available in the log, a longer period of time was required to generate the knowledge base. However, it is possible to state that the procedure for devising the resource process cube \( Q \) was executed quickly. For example, it took 0.4 seconds to process information from 50,000 cases, and 0.55 seconds to process 100,000 cases. 10,000 cases were considered as a baseline in conducting the aforementioned experiments.

### 7.2 Obtained results and analysis

Findings from the empirical evaluation results enabled us to identify certain contributions. Our framework is capable of generating the allocation or recommendation of resources for one or multiple requests, using the two methods presented. A number of criteria can be considered to evaluate the suitability of the resources, in addition to the effective availability of each resource. The method based on ILP allows for a simple and fast allocation of resources, which increases on a linear basis as the quantity of requests or resources rises. Alternatively, the recommendation method based on BPA2 allows for a ranking of resources to be generated in order to guide the decision-making process of the person responsible for undertaking the allocation.

Table 2 shows the parameters and results from Experiments 1 and 2; Table 3 shows the parameters and results from Experiment 3; and Table 4 shows the parameters and results those from Experiment 4. In Experiments 1 and 2, we simulated an event log that included three resources (R04, R05, R06), the participation frequency of whom, in terms of resolving
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cases in the HelpDesk, was greater compared to the other resources operating at the same level of attention. Similarly, we simulated the presence of three resources who took less time to resolve the cases (R01, R02, R03), as well as three resources that did so to a greater degree of quality (R07, R08, R09), three resources that entailed lower costs (R18, R19, R20), three resources that precisely met the level of expertise required (R12, R13, R14), and three resources with a greater availability to respond to cases (R12, R17, R19).

In Experiment Set 1, the resource recommendation for four requests was sought, all four with the characterization $c_0 = (level1, printer)$. It is possible to observe in Table 2 that the recommended resources for each sub-experiment were as expected, demonstrating the suitability of the proposed metric for each dimension and the efficacy of the recommendation algorithm.

In Experiment Set 2, different weights were specified in accordance with the preferences of each company; the large company, experiment (exp.) 2.1, was interested in fast and low-cost solutions; the small company, exp.2.2, preferred criteria relating to quality and the required level of expertise for executing the requests; and the medium-sized company, exp.2.3, chose an approach based on all dimensions consisting of the same weight. As Table 3 shows, the multi-criteria approach produced different resource recommendations based on the criteria established in each case. Given the presence of three distinct companies with their own particular preferences, and using the same scenario, different results were generated for each example.

In Experiment Set 3, we varied the quantity of requests (exp.3.1.1 to exp.3.1.4), the quantity of available resources (exp.3.2.1 to exp.3.2.4), and the top $- k$ (exp.3.3.1 to exp.3.3.5). We included characterizations of type $c_0 = (level1, printer)$ and type $c_1 = (level1, server)$. Our approach generated a ranking of feasible resource allocations for the tuple of requests, having assessed the resources according to the request characterization, the weights given, and the availability of each resource at the moment in which the recommendation was undertaken. For each case, a time performance analysis was undertaken. In Experiment 3.1 (Figure 4a), an exponential relationship between processing time and the quantity of requests was observed. As the quantity of requests rise, the processing time increased exponentially; a limiting factor when a large quantity of requests requires to be processed simultaneously. This occurred as a result of using the Cartesian product of resource combinations, prior to applying the allocation method based on BPA2. Alternatively, in Experiment 3.2 (Figure 4b), a linear relationship between processing time and the quantity of resources used to generate the recommendation was observed. Furthermore, in Experiment 3.3 (Figure 4c), the algorithm BPA2 was shown to enable the generation of rankings with different top $- k$ without impacting on the processing time, i.e., the latter remained constant across all cases. This was possible due to the threshold management and the early stop condition of BPA2 (Akbarinia et al. 2011).

In Experiment Set 4, we varied the quantity of requests (exp.4.1.1 to exp.4.1.6), and the quantity of resources (exp.4.2.1 to exp.4.2.4) to analyze the behavior of the ILP method. It was shown that modifying the quantity of requests or the quantity of resources can lead to a variation in resource allocation. A linear relationship was also observed between processing time and the quantity of requests (Figure 5a), as well as between processing
Table 2: Resource recommendations for experiments 1 and 2 with BP2 method

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Weights (%)</th>
<th>Overall Time (sec)</th>
<th>Recommendation</th>
<th>Top-k</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>F:100 - others:0</td>
<td>1.14</td>
<td>Requests#(c0 c0 c0 c0)</td>
<td>Top-1: R04 R05 R06 R05</td>
</tr>
<tr>
<td>1.2</td>
<td>P:100 - others:0</td>
<td>0.95</td>
<td></td>
<td>Top-1: R01 R03 R02 R03</td>
</tr>
<tr>
<td>1.3</td>
<td>Q:100 - others:0</td>
<td>0.90 8.8</td>
<td></td>
<td>Top-1: R08 R09 R07 R09</td>
</tr>
<tr>
<td>1.4</td>
<td>C:100 - others:0</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>U:100 - O:100 - others:0</td>
<td>2.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>W:100 - others:0</td>
<td>1.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>F:010 - P:050 - Q:010 - C:100 - U:015 - O:000 - W:010</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>F:025 - P:015 - Q:100 - C:030 - U:075 - O:065 - W:010</td>
<td>2.28 8.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>F:050 - P:050 - Q:050 - C:050 - U:050 - O:050 - W:050</td>
<td>2.3 22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

F = Frequency, P = Performance, Q = Quality, C = Cost, U = Underqualified, O = Overqualified, W = Workload, R = Resource and others = other dimensions
Table 3: Resource recommendations for experiment 3 with BPA2 method

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Weights (%)</th>
<th>nRes</th>
<th>nReq</th>
<th>Top-k</th>
<th>Recommendation</th>
<th>Overall</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1.1</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>1</td>
<td></td>
<td></td>
<td>Top-1: R17</td>
<td>2.20</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-2: R19</td>
<td>2.18</td>
<td></td>
</tr>
<tr>
<td>3.1.2</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>2</td>
<td></td>
<td></td>
<td>Top-1: R17 R19</td>
<td>2.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R12</td>
<td>2.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R17 R12</td>
<td>2.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>3.2.1</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>5</td>
<td></td>
<td></td>
<td>Top-1: R01 R02 R03 R02</td>
<td>2.41</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R03 R02 R03 R01</td>
<td>2.08</td>
<td></td>
</tr>
<tr>
<td>3.2.2</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>10</td>
<td></td>
<td></td>
<td>Top-1: R01 R02 R01 R02</td>
<td>2.25</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R03 R02 R01 R07</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>3.2.3</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>15</td>
<td>4</td>
<td>3</td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.27 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>3.2.4</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>20</td>
<td>4</td>
<td>5</td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td>3.3.1</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>1</td>
<td></td>
<td></td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td>3.3.2</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>3</td>
<td></td>
<td></td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td>3.3.3</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>20</td>
<td>4</td>
<td>5</td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td>3.3.4</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>7</td>
<td></td>
<td></td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Top-3: R12 R19 R17 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
<tr>
<td>3.3.5</td>
<td>F:050 - P:050 - Q:050 C:050 - U:050 - O:050 W:050</td>
<td>9</td>
<td></td>
<td></td>
<td>Top-1: R17 R19 R12 R02</td>
<td>2.2777 8.8</td>
<td></td>
</tr>
</tbody>
</table>

F= Frequency, P= Performance, Q= Quality, C= Cost, U= Underqualified, O= Overqualified, W= Workload and R= Resource
Table 4: Resource allocations for the experiments with ILP method

<table>
<thead>
<tr>
<th>Exp</th>
<th>Weights (%)</th>
<th>Overhead Allocation</th>
<th>Overhead Overhead</th>
<th>Overhead Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>over qualified</td>
<td>under qualified</td>
<td>qualified</td>
</tr>
<tr>
<td>4.1.1F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.06</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>4.1.2F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.085</td>
<td>0.075</td>
<td>0.09</td>
</tr>
<tr>
<td>4.1.3F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.094</td>
<td>0.085</td>
<td>0.099</td>
</tr>
<tr>
<td>4.1.4F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.145</td>
<td>0.135</td>
<td>0.15</td>
</tr>
<tr>
<td>4.1.5F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.172</td>
<td>0.162</td>
<td>0.187</td>
</tr>
<tr>
<td>4.1.6F:050 - P:050 - Q:050</td>
<td>C:050 - U:050 - O:050 W:050</td>
<td>0.204</td>
<td>0.195</td>
<td>0.218</td>
</tr>
</tbody>
</table>

F = Frequency, P = Performance, Q = Quality, C = Cost, U = Underqualified, O = Overqualified, W = Workload
**Figure 4**: Performance analysis using the BPA2 method

(a) variation in quantity of requests

(b) variation in quantity of resources

(c) variation in top-k

**Figure 5**: Performance analysis using the ILP method

(a) variation in quantity of requests

(b) variation in quantity of resources
time and the quantity of resources used to generate the allocation (Figure 5b).

8 Case study

The help-desk process we selected as a case study comes from the Costa Rican company Software & Consulting Group (SCG), a consultancy firm for business software solutions. This company offers an incident-response service to its clients (Figure 6).

Within the company, when an incident is received, it must be allocated to an agent for assessment, response, resolution and closure. Accordingly, an information system registers details relating to the process execution in an event log. For this case study, we considered the following data: Incident ID, Client Description, System Affected, Allocated Agent, Creation Date, End Date, Cost, Priority, Origin of the Problem, and Evaluation of the Service (Quality is evaluated using the following scale: 1: Insufficient; 2: Regular; 3: Good; 4: Very Good; 5: Excellent). We extracted the information in a log with a total of 1,778 cases, registered between August and November 2015. In addition, SCG utilizes contextual information regarding the level of expertise of the agents and the expertise required to resolve the different incidents. For example, it is necessary to have knowledge of the following tools in order to work on the help-desk process at SCG: Java, SQL Server, and .Net. We conducted our case study by considering the activities that correspond to the First Level Contact Center –Level 1– (incidents may be assigned to the other levels, which are viewed as additional sub-processes) of the help-desk. The allocation of resources within the process takes place at this level and is executed manually by a service assistant. We considered incidents reported on the DMS-One system, which is a management system originally designed for the automotive industry. In this system, the origin of the incidents is classified according to the following categories: System, User, SAP, Configuration, Update, and Others.

To perform an evaluation using the case study, the following considerations were taken into account:

- To generate the knowledge base, we used information from August to October 2015 (1,280 cases).
- For validation purposes, we used the requests created on 2 November 2015.
- The Resource Request Characterization includes the following factors: 1) Unit level: level 1; and 2) Typologies: system and incident origin. For example, the characterization c00003 relates to an incident type: Level 1, DMS – One, SAP.
- The expertise matrices were generated using the information related to the expertise of the company (the level of expertise is based on the following scale: 1: No Expertise; 2: Basic Expertise; 3: Intermediate Expertise; 4: Advanced Expertise).
- For the workload information, the historical participation of each resource in the process was considered in order to determine the maximum quantity of cases that can be handled in any given day. The open cases of each resource were computed based on the historical information, in order to assess his/her availability.
Figure 6: HelpDesk process implemented by the company
8.1 Results and evaluation

Figure 7 shows the results of using the Generate Resource Knowledge plug-in. This plug-in was used to process the historical and contextual information by applying the metrics in each dimension and generating the knowledge base used to produce the resource allocation.

Figure 7: Screenshot of the Generate Resource Knowledge plug-in upon processing information from the case study

Table 5 Real allocation made on 2 November 2015

<table>
<thead>
<tr>
<th>ID</th>
<th>Client</th>
<th>System</th>
<th>Agent</th>
<th>Creation date</th>
<th>End Date</th>
<th>Source</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>18121</td>
<td>C00208</td>
<td>DMS-One</td>
<td>104</td>
<td>02/11/2015 08:23</td>
<td>10/11/2015 08:51</td>
<td>C00001 User</td>
<td>5</td>
</tr>
<tr>
<td>18123</td>
<td>C00029</td>
<td></td>
<td>10</td>
<td>02/11/2015 09:11</td>
<td>02/11/2015 12:24</td>
<td>C00000 System</td>
<td>4</td>
</tr>
<tr>
<td>18125</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:07</td>
<td>02/11/2015 11:09</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18126</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:09</td>
<td>02/11/2015 11:11</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18127</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:11</td>
<td>02/11/2015 11:12</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18128</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:12</td>
<td>02/11/2015 11:14</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18129</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:14</td>
<td>02/11/2015 11:15</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18130</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:16</td>
<td>02/11/2015 11:18</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18131</td>
<td>C00171</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:18</td>
<td>02/11/2015 11:19</td>
<td>C00001 User</td>
<td>5</td>
</tr>
<tr>
<td>18132</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:19</td>
<td>02/11/2015 11:21</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18133</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 11:21</td>
<td>02/11/2015 11:22</td>
<td>C00000 System</td>
<td>4</td>
</tr>
<tr>
<td>18134</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 12:11</td>
<td>02/11/2015 12:12</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18135</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 12:12</td>
<td>02/11/2015 12:13</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18138</td>
<td>C00231</td>
<td></td>
<td>10</td>
<td>02/11/2015 12:15</td>
<td>02/11/2015 12:15</td>
<td>C00000 System</td>
<td>5</td>
</tr>
<tr>
<td>18142</td>
<td>C00231</td>
<td></td>
<td>104</td>
<td>02/11/2015 14:35</td>
<td>19/11/2015 15:28</td>
<td>C00004 Configuration</td>
<td>5</td>
</tr>
<tr>
<td>18145</td>
<td>C00231</td>
<td></td>
<td>104</td>
<td>02/11/2015 16:02</td>
<td>04/11/2015 12:25</td>
<td>C00002 Others</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 5 shows partial information relating to an incident handled on 2 November 2015. This information summarizes the case details, including the real allocation undertaken by the company regarding each request, as well as client evaluation of the quality of service received from the company, which is conducted following the conclusion of each case. During the evaluation, the resources involved were available to execute a maximum of ten requests simultaneously.

We compared the real allocation undertaken by the company with the results obtained using the two methods proposed by our approach. Results are shown in Table 6. The comparison was realized by separating the requests into four separate blocks of four requests and one block of two requests. Each block was resolved independently, i.e., a set of resources was allocated/recommended for the Batch of requests considered in each block, independently of other requests. As part of the evaluation, SCG established the same weight for all the metrics. Figure 8 shows the results generated by the Recommend Resources plug-in, with the recommendation stemming from the method based on BPA2 for two requests. Figure 9 shows the allocation obtained by the method based on ILP. Request 18142 had a characterization $c_{00004}(\text{Level 1}, \text{DMS - One}, \text{Configuration})$, whereas that of request 18145 was $c_{00002}(\text{Level 1}, \text{DMS - One, Others})$.

### Table 6  Real allocations versus recommendations generated by the framework

<table>
<thead>
<tr>
<th>ID</th>
<th>Real Resource Allocation</th>
<th>BPA2 Resource Recommendation</th>
<th>Time (sec)</th>
<th>ILP Resource Assignment</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18121</td>
<td>(104,10,10,10)</td>
<td>Top-1: (10,10,10,10)</td>
<td>1.52</td>
<td>(10,10,10,10)</td>
<td>0.060</td>
</tr>
<tr>
<td>18123</td>
<td>Top-2: (125,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18125</td>
<td>Top-3: (150,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18126</td>
<td>Top-4: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18127</td>
<td>(10,10,10,10)</td>
<td>Top-1: (10,10,10,10)</td>
<td>1.52</td>
<td>(10,10,10,10)</td>
<td>0.069</td>
</tr>
<tr>
<td>18128</td>
<td>Top-2: (150,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18129</td>
<td>Top-3: (150,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18130</td>
<td>Top-4: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18131</td>
<td>(10,10,10,104)</td>
<td>Top-1: (10,10,10,10)</td>
<td>1.52</td>
<td>(10,10,10,10)</td>
<td>0.060</td>
</tr>
<tr>
<td>18132</td>
<td>Top-2: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18133</td>
<td>Top-3: (125,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18134</td>
<td>Top-4: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18135</td>
<td>(104,10,10,10)</td>
<td>Top-1: (10,10,10,10)</td>
<td>1.52</td>
<td>(10,10,10,10)</td>
<td>0.062</td>
</tr>
<tr>
<td>18136</td>
<td>Top-2: (150,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18137</td>
<td>Top-3: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18138</td>
<td>Top-4: (104,10,10,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18142</td>
<td>(104,10)</td>
<td>Top-1: (10,104)</td>
<td>0.60</td>
<td>(104,104)</td>
<td>0.040</td>
</tr>
<tr>
<td>18145</td>
<td>Top-2: (104,104)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Top-3: (104,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 shows that the method based on ILP generated results in a shorter period of time than the method based on BPA2. Overall, 66.7% of the allocations recommended by the ILP method concur with the allocations made by the company. This is compared to 61.1% using the BPA2 method. In cases in which there was no concurrence between the company and the results obtained by both our methods (33.3% and 38.9%, respectively), it was observed that the resource allocated by the company was agent 104, whereas the resource recommended by both our methods was agent 10.
We considered two perspectives to evaluate the obtained results. First, we analysed the results from the perspective of the historical and contextual information. From this analysis, it was possible to determine that resource 10 had greater experience in executing similar cases in the past; the cases in which he/she had participated received more positive client evaluations, and his/her evaluation was greater in terms of performance and cost. Regarding expertise, resource 10 had a profile closer to the level of expertise required.

As a second perspective, we incorporated the feedback provided by the owner of the company’s help-desk process. To do so, we met with the process owner to show him our approach. Having reviewed the results generated by the framework and how they concurred with the real allocation, the process owner judged them to be correct and in line with the context of the allocation. For cases in which there was no concurrence, the allocation generated by our framework was accepted by the process owner. Nevertheless, he deemed that further dimensions could be incorporated within the framework, given its flexibility and extensiveness. For example, the concurrence would be greater if the complexity of the cases was also considered by the framework.

As well as evaluating the quality of the results obtained, the process owner analysed additional aspects of our approach. First, he highlighted the importance of being able to consider different dimensions and of adjusting the level of importance of each of these using the relevant weights. This approach would produce a diverse array of results and could be adjusted to fit with specific business contexts. Second, he stressed that it was possible to interpret and understand the dimensions used and the results produced from
the framework in a clear and immediate manner. Third, he noted the ability to be able to undertake individual allocations/recommendations, as well as by blocks of requests, as a particularly relevant functionality of the framework. This is because the framework can be made to fit perfectly with real business scenarios in which there is a need for managing the allocation of resources to multiple cases simultaneously. For example, when the quantity of cases increases during the period of accounting close and at the end of administrative procedures (e.g., 30 cases require simultaneous resolution due to the large-scale use of the systems supported by the help-desk). Fourth, he asserted that the proposed approach allowed for the consideration of only those resources that were available when the allocation or recommendation was made, which was in line with changes recently implemented in the company business model. Nowadays, the pool of resources available varies in different circumstances, e.g., weekends, specific times of year, or the country in which the assistance is provided. Finally, the process owner agreed that the exponential growth of the processing time presented by the method based on BPA2 could be a limitation in scenarios in which the quantity of request increases; an aspect that requires improvement within this approach.

The results obtained in this real business scenario demonstrated the applicability of our framework for the dynamic allocation of resources. Thus, we have introduced an approach that can be adapted and used quickly by process owners across diverse resource allocation contexts. The use of historical and contextual information allows metrics to be calculated that help to measure the suitability of resources to be allocated/recommended to an activity, sub-process or an entire process. This approach can also help to resolve multiple requests simultaneously. Furthermore, the methods proposed considers the actual availability of resources, preventing the recommendation of resources that lack the required availability to resolve the respective cases. The task of allocating resources remains a challenge for many organisations. Nevertheless, the dynamic allocation of resources plays a significant role in optimising the use of resources at the organisational level, reducing costs and improving process performance.

9 The role of the weights

In a multi-criteria problem (Keeney & Raiffa 1993, Marler & Arora 2004), there is no single solution that optimises all the criteria at the same time, and, therefore, a compromise solution must be found. For the sake of simplicity, the method proposed in this paper provides only one solution, which maximises the weighted sum of the metrics considered (Marler & Arora 2010), depending on the weights defined by the person responsible for allocating resources. However, more advanced alternatives are also possible, and compatible with the proposed framework. For example, another person could define other weights, generating different results. The set of solutions that maximise the weighted sum of the metrics for all possible weights is known as Pareto front (Coello et al. 1999). In the Pareto front, no solution is better than the others in all the metrics; on the contrary, a resource allocation that improves one metric will necessarily worsen another one.

To assign the weight that will be given to each metric, it is possible to consider strategies that take into account the desired performance of the process execution or take into account case typologies, using both historical information about the process execution (Kumar et al. 2013) as well as the available literature (e Silva & Costa 2013). For example, a strategy might consider using previously established weights for different scenarios of desired process performance, e.g., when it is desired to ensure the compliance with a service-level agreement.
in the execution of the process versus when it is desired to reduce the risk on the process execution. This strategy has been used in (e Silva & Costa 2013) to determine the optimal allocation of software developers in various projects that start at the same time, considering different criteria for the assignment of weights (e.g., the required software reliability or the required execution time) and information from the literature on the estimation of required effort (Boehm et al. 2000). Another strategy could consider the assignment of weights according to the characteristics of the cases that are being executed, which is expressed in different resource request characterizations. For example, based on the history of the process execution, it could be established that it is necessary to assign a greater weight to the quality metric when a more complex resource request related to a problem on a server needs to be handled. This strategy has been used in (Kumar et al. 2013) to determine the degree of compatibility between resources that need to be allocated to work groups considering different business contexts.

Implicitly, we are using a compensatory method, i.e., a trade-off is made such that the worst performance in a certain metric is compensated by a better performance in another metric. Optionally, a non-compensatory method (Lee & Anderson 2009) could be used, in which certain metrics have priority over others, so poor performance in the higher priority metrics cannot be compensated by good performance in less relevant metrics. It is possible that a minimum level is required for the the highest priority metrics; or that the highest priority metrics are evaluated first, and only if the same values are obtained in these metrics, the less relevant metrics are considered; or that only the highest priority metrics are considered. Non-compensatory methods also have the advantage that they simplify the decision process by applying heuristics to quickly evaluate existing alternatives with less effort.

10 Conclusions and future work

In this paper, we have presented a framework based on multi-factor criteria that can be used to recommend the most suitable resources for executing different activities, considering both On-demand and Batch requests. There are four main findings presented by this paper. First, the framework introduced allows for the resolution of individual requests (On-demand) or a set of simultaneous requests (Batch). Second, our approach helps to resolve four different use cases that can occur at the moment of allocating resources, therefore providing greater flexibility to the person responsible. He/she is able to decide whether the system must automatically allocate a resource or provide a ranking of resources, so that he/she can make the final decision about what resources to allocate. Third, we implemented two methods that are used in the recommender system to generate the allocations/recommendations. The method based on BPA2 provides a ranking of resources, whereas the method based on ILP seeks to maximize the use of the resources through a direct allocation. Fourth, we implemented our approach in the ProM framework, defining a XES extension to standardize and represent the relevant historical and contextual information. Accordingly, an empirical evaluation was conducted to verify the approach of this work. The results of the experiments demonstrate that our framework is capable of generating allocations/recommendations, simultaneously, for either one or multiple requests defined at run-time. The performance of the methods implemented in the recommender system is efficient. However, the method based on ILP is more scalable than the method based on BPA2, and this is an important benefit to bear in mind in scenarios in which there is a
large quantity of resources that can potentially be allocated. Furthermore, we evaluated the framework in a functioning consultancy firm, thereby demonstrating its applicability and adaptability to optimize the task of resource allocation during the execution of a process in a real-world scenario. The findings indicate that the recommender system delivers satisfactory results, according to the judgment of the process owner. For example, by considering contextual and historical information of the process execution, it is sometimes possible to allocate more suitable resources compared to the allocations executed manually by the employees of the consultancy firm.

As future work, we plan to extend the framework to identify the most suitable teams for recommendation to collaboration-intensive processes, as well as to undertake resource allocation in several processes simultaneously. We shall integrate a greedy-based approach as part of the recommender system in order to avoid the problem of exponential growth of the processing time when using BPA2 to solve the Batch Resource Recommendation use case; an approach that is only feasible when there are few resources or few tasks in the Batch. Furthermore, it is possible to broaden the knowledge base to improve analysis by incorporating new dimensions in the resource process cube. We shall evaluate the possibility of incorporating the control-flow perspective (van der Aalst et al. 2011), considering the order of activities of the pre-mortem cases and the resources necessary to reach a final state. Finally, we plan to continue to evaluate our approach in a broad spectrum of case studies, and alternative weighting strategies.
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